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1 INTRODUCTION

Managing the increasing complexity in product development requires describing and analyzing the dependencies within and between multiple domains, such as the customers’ requirements or the product components. The Design Structure Matrix (DSM) and the Domain Mapping Matrix (DMM) approach provide well-established methods and tools to address this challenge (e.g. [1, 2]). We claim that Semantic Technologies can facilitate and enhance analysis in the scope of classic DSM/DMM approaches. Semantic technologies are a solution to represent complex domains in a formal manner and are a promising approach to handle complexity within businesses. In the paper, we will show how ontologies can be used for describing and analyzing dependencies in a multi-domain setting and discuss how this approach differs from DSM/DMM approaches and how to use them together. A use case from the automotive industry with focus on the product development process illustrates our approach to using semantic technologies for dependency management.

2 SEMANTIC TECHNOLOGIES

Today, technologies originally developed for use on the semantic web are gaining more and more attention from businesses, which recognize their value for building innovative enterprise applications based on formalized business knowledge. Constantly growing number of companies that offer services or tools in this area reflect this trend (cf. [3]). One of its value drivers is the use of ontologies and rules to enable semantic interoperability of heterogeneous data and information ([3], p. 10). First projects have shown the relevance of these technologies for use cases within the automotive industry – in particular to deal with the complexity of the product development process.

“An ontology defines a set of representational primitives with which to model a domain of knowledge or discourse” [4]. These primitives are classes, attributes, and relationships. Using ontologies we can thus create an explicit specification of a simplified view of the world that we wish to represent for some purpose. Whereas database or XML schemata define the structure and integrity of data sets, ontologies enable a data modeling representation that is independent from data structures and their implementations. This not only allows for an easy exchange of data across system boundaries but also for a shift from an IT centric data modeling approach to a business- and user-oriented one.

Due to their expressive power, ontologies are very well suited for describing and formalizing existing structured data sources such as database schemata (cf. [6], [9]). However, they are no sufficient enough to express all semantic relationships between such formal models (e.g., unit conversion, or instance creation, cf. [8]). Rules, which are also part of the semantic web technology stack, provide the required expressiveness, and are thus an important means to overcome with the limitations of ontologies (cf. [5], [1]).

3 COMPLEXITY MANAGEMENT WITH ONTOLOGIES

Using ontologies for describing dependencies, we have to take similar preparatory steps as Maurer and Lindemann [7] describe for a DSM-based multi-domain analysis. First, the relevant domains have to be identified. In terms of ontologies, these are the classes. Classes may be structured hierarchically. Different types of relationships can hold between them, so the properties are defined. Based on
document analysis and expert interviews, the elements, i.e. the instances of the classes, are identified as well as the relationships between instances of different classes or between instances of the same class. Here, an important feature of ontologies comes into play. The knowledge representation languages used to represent ontologies, such as the W3C standard OWL, are based on formal logic, having thus a well-defined syntax and semantics. Moreover, they provide reasoning capabilities and can be combined with rule engines. This means that dependencies between instances can be inferred by automated reasoning services. Relationships can hence be either explicitly modelled as it is done in traditional DSM/DMM approaches, or be automatically discovered by inferencing on the ontology.

The ontology gathered in this way shows the overall connectivity of the domains, giving the “big picture”. Intra- as well as complex inter-domain analysis can be done by computer-based processing of the ontology. The ontology-based approach is thus not restricted to the analysis of a single domain, as DSM, or of two directly connected domains such as DMM. Global analyses encompass for instance navigating through the different classes and their instances by following the relations, or reporting based on queries in the style of SQL (SPARQL). Reasoning and rules also support the analysis. Dependencies can be automatically deduced and made transparent. Clearly, analyses focused on a certain domain, or a pair of domains, are also possible. In contrast to DSM methods where algorithms for analysis and optimization are limited to elements of the same type and a single type of relationship holding between them, in the ontology-based approach, we might analyze different types of relationships simultaneously by defining rules. For example, several relationships describing a certain type of dependency could be considered in the analysis as a single one without changing the modelled data. By exploiting the hierarchical structure, analyses can be done at different levels of detail.

Using a standardized ontology representation language for modelling the domain further fosters the reusability of the captured knowledge. On the one hand, the knowledge captured for the DSM/DMM analysis can be re-used in other applications, e.g. as basis for data integration. On the other hand, knowledge that has been formalized in other related projects can easily be included. Translating the ontology, e.g. represented in OWL which can be serialized in XML, into the format required by DSM/DMM tools allows for applying all analysis and optimization algorithms provided by them.

4 INTEGRATING CAX-SYSTEMS WITH SEMANTIC TECHNOLOGIES

The virtual and physical validation of parts and prototypes is an essential step in the product development process of cars. It is supported by a number of computer-aided methodologies – i.e. Design (CAD), Engineering (CAE), and Testing (CAT), which we collectively refer to as CAX. All CAX methods are implemented by appropriate information systems. Their individual focuses within the product development process have led to a great variety of add-on tools that are in use today. As each of them is highly specialized, product models, data structures and technical platforms differ across the CAX tools. This heterogeneous IT infrastructure complicates the exchange of information between different CAX systems which, however, is a prerequisite to flexibly choose the optimal validation approach. Moreover, the actual choice has to take into account the business aspects ranging back to the initial requirements. Finding the optimal combination for a validation need is thus a highly complex task, where we have to deal with business knowledge, IT systems, and in particular, with all the interdependencies between them.

At AUDI AG we have therefore set up a CAX architecture, which uses semantic technologies to capture and integrate various blocks of information influencing the validation process. These include, but are not limited to, user requirements, car functions and properties, business processes, validation methodologies, and CAX services and systems. These information resources as well as the dependencies between single elements thereof have been uniformly represented as ontologies. By using reasoning capabilities, we can now make complex dependencies between specific elements of the CAX architecture transparent and use visualization technologies to present them to the business user. By analyzing the business processes and the use of specific validation methodologies, we can identify complementary CAX services, and thus related CAX systems. In order to apply them flexibly, all required information has to be exchanged efficiently between them. Moreover, we can identify similar CAX services provided by different CAX systems, which might let us reduce redundancy between CAX systems. These findings can now be used for a business-oriented integration of CAX systems. Also, by using semantic technologies we can provide an integrated view on different data from CAX systems, without the need to actually integrate them in a technical manner.
An important aspect within the project has been the direct involvement of the actual users – i.e. the business experts – in creating, using and maintaining the CAx architecture. We have thus built a number of different graphical and textual representations of the contained knowledge to support the various use cases. These components include a matrix editor for creating and visualizing dependencies between two information resources.

Future plans include the extension of the CAx architecture with additional knowledge that enables the automated comparison of validation methodologies depending on the requirements defined for the development process of a specific product.

5 DISCUSSION

Ontologies and rules offer the formal expressiveness to represent different kinds of knowledge relevant to complexity management in a uniform and exchangeable manner. Moreover, ontologies enable to create a shared understanding of a domain that can be used by different people. Dependencies between instances of classes within ontologies can be either modelled directly or be discovered by means of logical inference. The gathered knowledge base can be used for building innovative applications utilizing its contents. Different graphical representations going beyond matrix views could help to visualize and navigate within complex domains. Collaboration approaches enable the integration of business experts to maintain these formal models and keep the information stored in our dependency model up to date. Altogether, the application of semantic technologies as a technological foundation for DSM could allow for a more sophisticated use of the gathered knowledge. Most importantly, we can enable the reuse of this knowledge base for other use cases.
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